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ABSTRACT 

There are several organizations observing satellites for geodetic 

purposes. Satellites have provided an object at a finite distance which can be 

used to establish the spatial relationship between several ground stations. This 

relationship may be extended over much greater distances and is free of many 

limitations and errors  inherent in the classical terrestrial methods of triangu- 

lation. It does present new problems of its own however. 

This report describes several methods of determining accurate satellite 

positions optically. Specifically, it deals with passive satellites recorded against 

the stellar background on the photographic plate of a metric camera. The trail 

of a passive satellite consisting of several hundred images on a photographic 

plate may be utilized for geodetic purposes in several ways: 

(1) All image coordinates may be fitted to a single polynomial with the 

time as argument and all the information on the plate is aggregsted into a 

single highly precise fictitious satellite direction. This is the approach of the 

USCGS using the wild BC-4 camera plates. 

(2) The image coordinates may be divided into 3 - 4 groups and a separate 

polynomial is fitted to each group. The information on the plate thus is aggregated 

into 3 - 5 fictitious satellite directions each somewhat less precise than the one in 

(1). The advantage of this method is that it is possible to deduce 3-5 simultaneous 

observations even from single plates which may yield a solution for the directions 

between the stations involved. Method #(1) does not provide a solution from 

single plates. If this method is used, it may be possible to reduce the time which 

must be spent at each of the observation stations. 

(3) Each or selected (e. g., every twentieth) images may be reduced 

individually and used in the geodetic solution. In this case there will be as many 

Simultaneous ob$ervations deduced from each pair of plates as many images were 

selected. The advantage of this method is the inexpensive plate reduction. It is 

estimated that to reduce one image costs about $15; thus for the maximum of 
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15 - 20 images per plate the cost would be $225 - 300, which figure is  much 

less than the amount required to reduce a plate with Method #(l). 

(4) The right ascension and declination of each image (this is the form 

in which for example the BC-4 data is deposited in the Data Center) may be 

used directly in the short-arc mode. 

The paper deals with the results obtained in the four modes mentioned 

above. The accuracy aspects of the four solutions are investigated. 
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1. INTRODUCTION 

The purpose of this study was to determine the optimum method of 

utilizing the observational data from a ballistic camera. The camera studied 

was the BC-4 used by the Environmental Sciences Services Administration 

(ESSA). 

Two aspects of the subject were studied and are  discussed here. The 

first was how a single or several individual satellite images can be obtained. 

The second was a data compression process in which the information contained 

in several satellite images could be condensed into a single, more accurate 

image. 

No entirely new procedures have been developed; neither were any agency 

procedures copied in total. Those now in use in the United States provided a 

basis for the investigation. No attempt was made to support the methods of any 

agency; some criticisms of specific agency procedures and results have been 

encountered during background research. A s  these criticisms would apply equally 

to this study, they have been discussed in the particular section of the report 

to which they apply. 

The ballistic camera and passive sateWite combination offer a convenient 

area of investigation. Up to 600 satellite images and 150 stars appear on each 

plate, and the plates are rigorously measured and reduced by ESSA. 

The BC-4 camera consists of a modified Wild RC-5 aerial camera mounted 

on a T-4 theodolite base. Originally an Astrotar lens was used, but recently it 

has been replaced by a lens of longer focal length (300 mm vs. 450 mm). This 

new lens was designed especially for satellite photography. The camera is equipped 

with rotating and capping shutters to control the rate and length of exposure. The 



rotating shutters are indirectly controlled by a quartz crystal oscillator and are 

used to chop the satellite image trail into precisely time correlated segments. 

The capping shutter is used to chop star trails before and after satellite passage; 

the star images provide the necessary control to determine the orientation of 

the camera during the satellite pass. 

The final product of the BC-4, or  any other camera used similarly, is a 

photographic plate or film from which a satellite direction may be obtained. In 

this study, a satellite direction is defined as any convenient set of coordinates 

which determines a direction in space to the satellite. Normally these are  the 

equatorial coordinates-right ascension and declination. In the case of the ESSA 

data, a satelliFe direction is expressed in terms of x and y plate coordinates 

which, together with the camera orientation parameters, define a spatial direction. 

In any case, the resulting satellite direction can be used to precisely locate 

the camera station. First considered is the purely geometric approach, the for- 

mulation of which is attributed to Vaisala. Briefly stated, this theory postulates 

that an elevated target (the satellite) and two ground stations instantaneously 

determine a plane. Two satellite positions and the two ground stations determine 

two planes which intersect in a line common to the two stations. Extending this 

reasoning, the intersection of sufficient planes (five for a unique solution) deter- 

mines a spatially oriented triangle. Inherent to this method is the requirement 

for simultaneous observation of the satellite from two or more ground stations. 

In practice, certain restrictions must be imposed on the satellite's position 

at  the time of observation. To simplify the refraction problem, it is generally 

agreed that the zenith distance of the satellite should not exceed approximately 

60'. To provide geometric strength to the solution, the distance to the satellite 

should be approximately equal to the distance between the observing stations; and 

the two planes forming the triangle sides should intersect in an angle of nearly 

60'. 

Scale can be introduced into the spatial triangle by measuring the range to 

the satellite or by measuring the distance between two of the observing stations. 
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The simplest alternative to the geometric approach is the "short-arc 

method." This approach has advantages and disadvantages when compared to 

the purely geometric. One advantage is that simultaneous or very nearly simul- 

taneous observations are not required. This, in turn, allows a less demanding 

observing program. A disadvantage is that the solution for the station coordinates 

necessarily involves the potential field of the earth. 

The short-arc method implies a series of observations made along the 

satellite's orbital arc. This arc is instantaneously defined by six orbital elements. 

These elements a re  continuously changing. They are  a function of air drag, solar 

radiation pressure, and most importantly, the gravitational field through which the 

satellite is traveling. Brown states [Brown, 1967, p, 43 that when using arcs of 

one-third of an wbit  or less and reasonably precise coefficients of the geopotential, 

errors  in the final station coordinates due to errors  in the coefficients are 

negligible. 

A detailed description of the short-arc theory and practice may be found 

in [Brown, 19671. The geometric theory as it is employed by ESSA is described 

in [Schmid, 1965b1. 

1.1 Background 

There are  four agencies in the United States photographing satellites and 

reducing the resulting plates or film. These agencies are  all contributors to 

the National Geodetic Satellite Program (NGSP). The three agencies in addition 

to ESSA are  the Goddard Space Flight Center of the National Aeronautics and 

Space Administration (GSFC , NASA), the Aeronautical Chart and Information 

Center of the United States A i r  Force (ACIC) and the Smithsonian Astrophysical 

Observatory (SAO). The NGSP will provide large amounts of observational data 

and portions of this report are directly applicable to it. 

Each agency has developed equipment and procedures particularly suited 

for its own objectives. Only recently have there been attempts to use data from 

several agencies in a single station adjustment; such a program is now in progress 

here at  The Ohio State University (OSU). Consequently, there has been considerable 
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effort to examine the various agency procedures and to document the differences 

which exist. Capt. Frank D. Hotter developed procedures to rigorously reduce 

four agencies' observational data to a common reference system [Hotter, 1967, 

p. 1411. Capt. Daniel H. Hornbarger further compared the agencies' plate reduc- 

tion procedures [Hornbarger, 19683 and found that all now give similar results. 

Photographic plate reduction can be divided generally into two categories , 
photogrammetric and astrometric. The photogrammetric technique attempts to 

identify and model all sources of systematic error. The parameters of the 

mathematical model are  recovered simultaneously with the camera orientation 

and satellite directions during the final plate reduction. ESSA is the only agency 

doing a photogrammetric reduction as defined here. 

A great deal of effort is expended by ESSA to insure accuracy in timing and 

plate measurement. A very large amount of observational data is used to orient 

and to calibrate the taking camera. The camera calibration is performed with 

every plate using a photogrammetric model of up to 22 parameters (18 normally 

as  ESSA employs the Garfinkel refraction model with four coefficients which are  

not treated 2s unknowns in the data available to this author). After this extensive 

measuring and plate reduction, all satellite images are  reduced to a single obser- 

vation through a curve fitting process. The ultimate accuracy is represented by 

a standard deviation of between 0'13 and 0'!4 for the determination of an individual 

direction to a fictitious satellite image near the plate center [Schmid, 1965b, p. 1 

This estimate is based on approximately 150 star and 600 satellite images. 

In contrast to the photogrammetric is the astrometric plate reduction. 

method was developed in the late nineteenth century by astronomers intereste 

stellar positions and proper motions, It is normally used with cameras of long 

focal length and small field of view and is generally considered the simpler metho 

of the two. 

The astrometric model may assume several different mathematical fomu-  

lations [Hornbarger, 1968, pp. 40, 68, 76; Brown, 1964, p. 88; Hallert, 1960, p. 151. 

Most importantly though, no attempt is made to give a physical interpretation to 
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the parameters of the mathematical model. When using this method and cameras 

with a wide field of view, the measured plate coordinates would normally be 

corrected for known, or predetermined, systematic errors. The parameters of 

the model (plate constants) would then be expected to absorb the unknown distor- 

tions that remain. 

In either plate reduction technique, object and image spaces are  related 

through central projection theory. This implies a two-step procedure. First, a 

plane is constructed tangent to the celestial sphere, the point of tangency being 

nominally the point of intersection of the camera's optical axis and the celestial 

sphere. The star and satellite images are  projected mathematically to this plane. 

The second step is to define the projective relationship between the coordinate 

systems of the photographic plate and the tangent plane. 

It is assumed that the reader is acquainted with both the photogrammetric 

and the astrometric methods of plate reduction. For those interested in detailed 

discussions of these subjects: for the photogrammetric method see {Schmid, 19591 

or [Brown, 19641 ; for the astrometric method see [Smart, 19621. Chapter 3 of 

[Hotter, 19671 gives a summary of both methods. 

This author did not attempt any photogrammetric plate reductions. The ESSA 

results were used in the sections of this report concerned with the subject. Fur- 

thermore, they were used as  the accuracy standard for the astrometric reductions. 

The astrometric portions of this study are based generally on the conclusions 

of Hornbarger's report [Hornbarger, 1968, p. 891. The following are of particular 

interest to this study: 

(1) The astrometric technique cannot be used to reduce an entire photographic 

plate from a camera with a field of view comparable to the BC-4. This 

is certainly not a new finding. However, Hornbarger graphically demon- 

strated this fact for the BC-4. 

(2) If the measured plate coordinates are corrected for refraction and lens 

distortions (radial and tangential), the projective equations produce quite 

satisfactory results. 
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(3) If refraction corrections are applied to the updated stellar images 

(Garfinkel model with four coefficients) , the astrometric technique can 

give satisfactory results for a small area around the plate center. 

1.2 Available Data 

The entire study was made possible by ESSA who supplied three plates 

from their BC-4 cameras along with punched card and output listings from their 

various plate measurement and reduction programs. The three plates constituted 

a simultaneous observation of the passive satellite Echo II made on November 30, 

1965 (see Figs. 1.1, 1.2,  1.3). 

The data was supplied to Dr.  Ivan Mueller of The Ohio State University 

Department of Geodetic Science by ESSA in September, 1967. The simultaneous 

observation (an event) was recorded by cameras equipped with the 300 mm lenses. 

The stations participating in this event were: 

Lynn Lake, Manitoba, Canada 

Frobisher Bay, NWT, Canada 

Cambridge Bay, NWT, Canada 

plate 2559 

plate 6132 

plate 5205 

Accompanying the plates were the output of the various ESSA plate measurement 

and reduction programs in the form of punched cards and output listings. Included 

in the data and of interest to this report are: 

(1) Updated star positions of all stars on the plate that were measured and 

identified. These were apparent positions, i. e. , updated for precession, 

nutation, proper motion and annual aberration. 

(2) Measured plate coordinates of all stars appearing on the plates and the 

sidereal times of their observation. 

(3) Measured plate coordinates for the satellite images, the sidereal times 

of observation and an approximate range to the satellite at the time of 

observation. 

(4) "Adjusted" plate coordinates of the satellites. These adjusted coordinates 

were corrected for: 
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(a) nonorthogonality of the comparator axis (the comparator used to 

measure the star and satellite images) 

(b) radial and tangential lens distortions 

(c) atmospheric refraction (astronomic less parallactic) 

(d) phase angle 

A detailed description of these corrections can be found in [Hotter, 19671. 

(5) Right ascensions, declinations, azimuths and altitudes of each adjusted 

satellite image. 

(6) Station data which included: 

(a) latitude and longitude 

(b) atmospheric information 

(c) station clock corrections 

(8) The single camera orientation program. This output listed, in addition to 

the elements of interior and exterior orientation, the parameters required 

to apply the corrections listed in (5) above. See [Hotter, 1967, p. 117 or 

USCGS Technical Bulletin No. 24, p. 131 for a description of this program. 

The methods employed by ESSA are well described in Technical Bulletin No. 24 

of the USCGS, 1965; and the reader is referred to this publication for a general 

description of how the data is obtained and reduced. 

A ~ S Q  available was a computer tape supplied by the National Space Science 

Data Center. This tape contained the observational data in the form of satellite 

right ascensions and declinations from 270 BC-4 plates. It was supplied to the 

Data Center by ESSA. 

The IBM 7094 computer a t  OSU was used extensively in all mathematical 

computations. 

The Omnitab Computer Program of the National Bureau of Standards (Uni- 

versity of Maryland version) was available and used in the curve fitting and statistical 

analysis of the data as well as  in some plotting. The USU IBM1620 was also used 

in the data plotting. 

The adjustment program developed by Hornbarger [ Hornbarger, 19681 was 
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modified and used extensively in the astrometric plate reduction portions of this 

study. In addition, several subroutines written by him were copied in total or 

m,odified and included in programs written by this author. 

The programs written by this author were in the Scatran language in use 

at OSU. 
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2. A SINGLE ASTROMETRIC SATELLITE DIRECTION 

No agency in the United States is  today obtaining final satellite directions 

with this method. It is of interest to this study because of its expected accuracies 

and limitations. It also provides a standard of comparison for the more rigorous 

alternatives and a convenient area to investigate the systematic and random errors  

associated with metric cameras. 

The only agency doing an astrometric reduction is the Smithsonian Astro- 

physical Observatory. No direct comparison can be made between their results 

and those of this author because of dissimilar equipment and reduction methods. 

However, a brief discussion of the SA0 procedure serves as an introduction to the 

subject . 
In the past, the SA0 has used the Baker-Nunn camera although they have a 

new camera under development. The Baker-Nunn is a modification of the Super- 

Schmidt f / l  telescope so mounted that it can track along any great circle. The 

focal length is 500mm, the field of view is 5' x 30°, and film is used against a 

spherical platen to record the stellar and satellite images [Mueller, 1964, p. 2451. 

For precise geodetic observations, the camera is normally employed in the station- 

ary mode [ Lambeck, 1967, p. 901. 

The important difference in the reduction method is the astrometric model 

used. The SA0 uses the Turner's method [Hotter, 1967, p. 1031, which is of the 

form 

,$ " A x + B y + C  

q =  D x + E y + F  

where A, B, C, D, E, and F are adjustable plate constants. The Turner equations 

are applied to a relatively small area around the satellite image. 

In this study, the model used was 

A s + m + c  
f g + W + l '  x =  
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The additional plate constants, a and b, should accommodate nonparallelism of the 

tangent plane and photographic plate. 

It should be pointed out that in an undistorted central projection, a and b 

are not independent of the original six plate constants. Therefore they should be 

constrained by the two additional equations [Brown, 1964, p. 881 

A B + D E + a b = O  , 
A 2 + I f + a ? - @ - E a - b a = 0  . 

These constraints were  not included in the adjustment program available. In an 

attempt to determine the extent to which these conditions were satisfied, numerical 

values were computed from the expressions above. The final plate constants from 

several different sets of data were used. The departures from zero were random 

and normally very small. They could have been accommodated by slight changes 

in the plate constants. 

It was not clear whether these constraints were applicable in all cases where 

the adjwtment program was used. In the outer areas of the plate, the projection 

was obviously not undistorted, The constraints were not included. It appeared 

that if e r rors  were  actually introduced by their exclusion, they would not be signifi- 

cant. 

2.1 Accuracy Estimates and Error Sources 

In data submitted to the Geodetic Satellite Data Center, the SA0 estimates 

an accuracy of a single direction to be 4"; this is probably a conservative estimate. 

Recent results support accuracies of 2'10 to 2'!5 [Lambeck, 1967, p. 961. It is 

expected that BC-4 data would yield similar results. 

The major sources of error  in the computed satellite directions could be 

timing, plate measuring, image motion (shimmer), uncompensated lens distortions, 

and the star catalog. Among the other error  sources usually considered less 

important are emulsion shifts and irregularities, plate flatness, phase angle correc- 
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tions and rapidly varying or differing magnitudes of stellar and satellite images. 

The following paragraphs will briefly describe the major error  sources, their 

effect on an astrometric reduction and their expected magnitudes in relation to the 

BC-4 plates. In paragraph 2.16, an accuracy estimate for a single satellite 

direction is given. 

Before proceeding further, it was necessary to establish a reference to which 

the results of the astrometric reductions can be compared. Generally, ESSA's 

photogrammetric results accompanying the data were used as a standard. 

There was no reason to question any of the ESSA material. For thoroughness 

and in the course of normal experimentation, Hornbarger verified the ESSA star 

updating program using Department of Geodetic Science programs. ESSA and this 

author obtained nearly identical equatorial coordinates from measured or adjusted 

plate coordinates and the orientation parameters. Other quantities, such as refrac- 

tion and phase angle corrections agreed very closely in all cases. This led to the 

conclusion that the final values obtained from the two plate reduction techniques 

could be compared directly. No systematic differences were introduced by the 

computational methods or mathematical formulations used in the various data 

reduction steps. 

2.11 Timing Errors  

The data acquisition procedures used by ESSA attempt the ultimate in timing 

accuracy. The value claimed for the star images is 3 to 4ms  referenced to 

Universal Time (UT); for the satellite images, amaximum error of 1 O O p  is ex- 

pected. The 4ms  for the star recordings would result in a maximum directional 

error  of O'I06, a loops error in timing for the satellite would correspond to a 

directional error  of 0'!1 or less even for relatively low orbital altitudes [Schmid, 

196513, p. 201. 

The problem of satellite timing is critical when using passive satellites in 

the geometric method with its requirement for simultaneous observations. Active 

satellites (flashing beacon) obviate this requirement. A widely quoted figure for 

timing accuracy in the observation of satellites for geodetic purposes is Markowitz' s 
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value of l m s  [Markowitz, 1963, p. 2171. The BC-4 timing data easily meets 

this standard. 

2.12 Plate Measurement 

Plate measurement imposes a very real barrier to the attainable accuracies 

associated with photographic plates. Schmid's experimentation at ESSA indicates 

a precision of 1.8um for asingle coordinate measurement [Schmid, 1965b, p. 191. 

This would indicate that the repeatability of a single measurement is not better 

than 1'IZ (arc) for the 300 mm camera. For the Baker-Nunn photographs at the 

Smithsonian, the comparable figures are 2.5um and 1'11 [ Lambeck, 1967, p. 761. 

For the later model BC-4 camera with 450mm focal length, the plate measurement 

error  estimate would be reduced to about 0'18. In addition to these "pointing" 

errors,  there may be additional systematic errors  introduced by the comparator 

[Brown, 1967, p. 221. 

The obvious way to decrease the effect of the random errors  is to increase 

the number of pointings on each image. To reduce operator and image bias the 

plate may be measured twice, a rotation of 180' being made between each set of 

measurements . 
ESSA does measure the plates in a direct and rotated position; apparently 

only one pointing is made on each image in each position however, Redundancy 

of measurement is obtained indirectly because each star trail is chopped into 

five segments, each of which is  measured and then reduced to a single image. In the 

ESSA reduction methodwhere all satellite images are compressed into one, the large 

number of images measured shouldminimize the effect of their random pointing errors. 

In contrast to ESSA, this author normally used just one image from each 

star trail. A limited sample was  obtained using all five star images reduced to 

a single set of coordinate measurements which corresponded to the time of the 

central image. 

In this chapter where only a single set of star and satellite coordinates were 

used, the maximum effect of plate measurement error can be expected. 
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2.13 Lens Distortions - 

As has been mentioned previously, Hornbarger found that "a confined area 

no greater than 3 cm (6') in radius from the plate center can be reduced with good 

results" [Hornbarger, 1968, p. 891. This was  true for the three BC-4 plates 

available; more camera and lens combinations would have to be investigated 

before this statement could be generalized. 

For this part of the study his recommendations were followed. A circle of 

approximately 60 radius was drawn around the center, and the remainder of the 

plate was not reduced (Figs 2.1, 2.2, 2.3). It was assumed that the lens distortions 

occurring in this reduced plate area would be adequately accommodated by the 

astrometric reduction. 

2.14 Star Catalog 

ESSA uses the Smithsonian Astrophysical Observatory Star Catalog [SAO, 19661 

which is referenced to the FK-4 catalog system. Estimates of positional standard 

deviations are given in the SA0 catalog. ESSA has used these estimates to select 

stars with a positional accuracy of better than 0'!4 to use in plate reduction [Schmid, 

1966, p. 91. Only these "good" stars are used in the BC-4 data. 

In addition to the random errors,  there may be unknown systematic errors 

in the F'K-4 system and further systematic errors  introduced when the SA0 

catalog was compiled from its constituent catalogs. Lambeck estimates O'I3 to 

be a reasonable figure for these errors  [ Lambeck, 1967, p. SO]. 

An astrometric reduction done within a small plate area, and consequently, 

with a small number of stars, is particularly susceptible to either random or 

systematic errors  of the catalog. 

2.15 Image Motions 
The magnitude of image motion, or shimmer as it is often termed, is the 

subject of some controversy. Turbulence in the atmosphere produces random 

changes in its refractivity; this, in turn, causes a light ray to continuously 

deviate from its expected path. 

Lambeck gives a review of the literature and experimentation regarding the 
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subject [Lambeck, 1967, Chapter 1.21. His  findings are briefly summarized 

here: 

(1) Image motion is irregular-both amplitude and period vary. 

(2) The motion may be categorized generally into long period (one minute) 

and short period (less than one second) phenomena. 

(3) The long period motion is associated with amplitudes of about 0'!5 

while short period fluctuations reach several seconds of arc. 

ESSA results indicate a standard deviation of 1'!5 attributable to shimmer 

[USCGS Sp. Pub. No. 24, 1965, p. 14). Brown believes a much smaller figure 

to be valid at the zenith and disagrees with Schmid [Brown, 1967, pp. 122, 1261. 

It seems that,Brown interprets Schmid's 1965 references to image motion as a 

claim for a much higher standard deviation value, i. e., "two to three seconds of 

arc" [Brown, 1967, p.1261. 

Schmid cites one example [Schmid, 1965b, p. 191 of a total standard 

deviation for a satellite image of 3 . 2 ~  across track and a slightly larger 3 . 5 ~  

along track. The same reference allows a contribution of up to 1 . 5 ~  from plate 

measurement. If an allowance of 1.Opm is made for emulsion instability and other 

random errors  (as Brown does), the shimmer effect is only 1'!8. If the allowance 

for emulsion instability is raised to 1 . 5 ~  as Brown does for the PC-1000 camera, 

the shimmer effect is further reduced to 1'16 Either figure is compatible with 

extreme values of 3" (see p. 18). 

The three BC-4 plates under consideration here have an average standard 

deviation of about 2'!8 along track and 2'15 across track. Using the same allowances 

as above for the other error  sources, the component attributable to shimmer would 

range between 0'!9 and 1'!4. 

Brown does an analysis of 10 ESSA BC-4 plates which yields a somewhat 

smaller estimate of "around O'l8 'I [Brown, 1967, p. 1211. In the same reference 

he cites, among other examples, the results of a PC-600 camera experiment on 

a "calm and clear night" in which the effect was much less. Lambeck concludes 

that for the Baker-Nunn, a relatively large aperture camera, an "average" image 
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motion of 0'!7 is to be expected with an active satellite [Lambeck, 1967, p. 421. 

He goes on to point out that Brown's formulations would yield an average value 

of only 0'11 for the Baker-Nunn and a maximum of about O'J2. 

Although the absolute magnitude of image motion may be controversial, 

there does seem to be general agreement on the factors that influence it. They 

are atmospheric stability (seeing), exposure time, lens aperture and zenith 

distance. 

The BC-4 data available is characterized by short satellite exposures, 

relatively large zenith distances and small apertures. A standard deviation 

estimate of l'!S is not unreasonable. 

2.16 Estimate of Total Error 

The error in a satellite direction can be attributed for the most part to 

the error sources already discussed. Lambeck gives (with changed notation) 

for the total expected standard deviation [ Lambeck, 1967, pp. 74, 80, 811 

2 9  = [(l+ y")$ + - + CY$ 
n 

where 

and 

8' being the apparent angular velocity of the satellite, a," the timing variance, 

0," the plate measurement variance, at and a: the variances associated with 

systematic and random star catalog errors respectively, a2 the image motion 

variance and n equal to the total number of stars carried in the reduction. 
1&, 

This author believes an additional term, o:, is justified for short focal 

length cameras to consider error arising from emulsion instability or  irregularities, 

plate flatness and other hopefully random error sources. 

Estimated values for these terms in relation to the three BC-4 plates under 

consideration are as  follows: 
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8' = 650"/sec [an average value] 

0, = loops 

a, = l'l0 

a, = O'I3 

a, = 0'14 

n = 16 [an average number] 

09 = 1'!5 

uu = 0'17 

These values result in an estimated total standard deviation for a single 

satellite image near the plate center of 

UT = l 'f9 . 
This is admittedly an optimistic figure. Maximum values or more pessimistic 

estimates of the quantities above yield values of aT from 2'!0 to 2'15. Further- 

more, these estimates include only random error sources. 

If it can be assumed that the total error  is normally distributed with a mean 

of zero and that the above variance estimates are reasonable, tolerance limits 

for the error  can be constructed from 

e = C &  z a  

where B is equal to zero [Natrella, 1963, pp. 2-131. At the 90% and 99% con- 

fidence levels and with an estimated standard deviation of 1'!9, the following toler- 

ance limits are obtained (z from [Natrella, 1963, p. T-3, Table A-21): 

90%, e = &2'!4 

9%, e + &4'!4 

If the standard deviation is assumed to be as much as 2'!5, corresponding tolerance 

limits are 
go%, e = *3'!2 

g9%, e = &5'!8 
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These-figures are of course based on several assumptions, some of 

which may be only partially true. They are given only to point out that a 

relatively low estimate of the error variance does not exclude much larger 

actual errors. 

2.2 Procedure 

All identified stars within six degrees of the plate centers were used in 

the astrometric adjustment program. This area is illustrated in Figs. 2.1, 2.2, 

and 2.3. Satellite image 296 was chosen as the single satellite image of interest; 

and as can be seen, it is near the center of all three plates. 

The nurqber of stars available in this area varied by plate as follows. 

plate 2559 16 stars 

plate 5205 17 stars 

plate 6132 19 stars 

Each star generated two observation equations, the minimum degrees of freedom 

being 24. 

The program was run with two different star inputs. The first consisted of 

the measured x send y coordinates of the middle star image from each trail. In 

the second run, the five x and the five y coordinates from each star trail were 

averaged into a single set of coordinates which corresponded to the time of the 

central image. 

2.3 Results 

The results of this chapter's experimentation is summarized in Table 2.1 

below. Given first are the right ascension and declination of satellite image 296 

as computed by ESSA from their photogrammetric reduction. The two remaining 

columns give the values as computed astrometrically with the different star impuk 

Only the astrometric seconds are given, the hours or degrees and minutes were 

the same as the photogrammetric in all cases. 
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Table 2.1 

Photogrammetric and Astrometric Coordinates of a 
Satellite Image N e a r  the Plate Center 

8 
60 

3 
53 

18 
55 

PHOTOGRANIMETRIC 

53 
59 

24. 
20 

38 
19 

Plate 

2559 

5205 

6132 

- 
a 
6 

6 

6 

Q 

a 

- 

38.178 
44.06 

4.863 
43.16 

52.552 1 22.36 

ASTROMETRIC 

Measured 

Sec 

38.169 
43.76 

4.857 
43.39 

52.611 
22.30 

Mean 

See 

38.086 
43.95 

4.831 
42.34 

52.593 
21.68 

2.4 Evaluation 

A comparison of the ESSA values with the results of the astrometric reduc- 

tion substantiates Hornbarger' s conclusion. Table 2.1 shows that the astrometric 

reduction, when used within a restricted area around the plate center, yields very 

nearly the same satellite coordinates as the photogrammetric reduction. 

The mean departure of an astrometric coordinate from the photogrammetric 

is only 0'!2 (0.3pm) when using the actual measured star coordinates as input. 

The maximum departure is 0'!5. 

Surprising to this author was the apparent decrease in accuracy when the 

mean star coordinates were used. From this small sample, no conclusion could 

be drawn; however, it did discourage further experimentation with mean star 

coordinates. 
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3. MU LTIPLE SATE LLITE DIRECTIONS ASTROMETRICALLY 

The close agreement between the astrometric and photogrammetric satellite 

directions obtained at the plate center was  as expected. This chapter describes 

an attempt to extend the astrometric reduction to areas away from the plate center. 

The error  sources discussed in section 2.1 are still present with similar 

magnitudes with one important exception. When applied to the entire plate, the 

astrometric reduction cannot absorb the varied and nonlinear lens distortions 

occurring outward from the plate center in cameras such as the BC-4. 

The directions and magnitudes of these distortions are illustrated by Figs. 

3.1, 3.2, and 3.3, reproduced from Hornbarger's report. Only a brief explana- 

tion of these figures is given here; for more information see [Hornbarger, 1968, 

p. 281. The figures for one plate are included, those for the other two plates 

are very similar. 

Starting with the updated (to observed place) catalog right ascensions and 

declinations, the ESSA orientation and lens distortions parameters were used to 

obtain a distorted set of plate coordinates. A residual, i. e., computed minus 

observed plate position, was calculated and plotted for each star. Fig. 3.1 shows 

the relatively small magnitudes and random directions associated with these 

residuals. The lengths of the vectors representing the residuals were scaled 

upward for plotting purposes. Fig. 3.2 shows the same type of residuals arising 

from the astrometric model when applied to the entire plate. They are  large and 

systematic when compared to the photogrammetric. For comparison purposes, 

Fig. 3.3 is included. It shows the residuals when the astrometric reduction was 

applied to a limited number of stars around the plate center. 

Obviously, if a single astrometric reduction were to be accomplished for 

the entire plate, large Fystematic errors  would be expected in the satellite posi- 

tion when it is imaged away from the plate center. This applies to cameras with 

a wide field of view. In this chapter an alternate approach has been investigated. 
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Several areas of each BC-4 plate were treated individually, reduced astro- 

metrically, and a satellite direction obtained from each. 

3.1 Procedure 

The procedures used were similar to those described in Chapter 2. The 

astrometric model and reduction program were the same. The decision to treat 

several areas of the plate individually introduced two new problems. They are 

discussed in the following paragraphs. 

3.11 Satellite Image Selection 

The first requirement was to choose satellite images from the various 

plate areas. ' Two different sets of images were actually chosen. Table 3.1 below 

lists by number the images appearing in each set and the plates on which they 

appeared. 

Table 3.1 

Satellite Images Selected for Individual 
Astrometric Reductions 

Set I - 
58 179 2 96 41 5 534 

2559 X X X X X 

5205 X X X 

61 32 X X X 

2559 X X X X X X X 
5205 X X X X 

6132 X X X X X 
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There were two criteria used in selecting the satellite images in each 

set. The first was  that the images be more or  less evenly spaced across the 

plate; that the satellite be imaged on all three plates was  the second. 

The latter criterion was generated by the geometric theory of triangulation and 

its requirement for simultaneous observation of the satellite. 

Set I is illustrated in Figs. 3.4, 3.5, and 3.6. It consists of a satellite 

image near the plate center and others spaced outward at 24-second intervals. 

The second set originated with the same central image but the interval between 

images was reduced to about 17 seconds (Figs. 3.7, 3.8, 3.9). The choice of 

these intervals produced at least three images common to all plates in Set I 

and at least $our common images in Set 11. 

These particular time intervals were arbitrary and chosen only because 

they provided several evenly spaced images on the three available plates. The 

time required for the satellite to transit the field of view is, of course, a function 

of its range which, in turn, depends on the satellite orbit and camera location. 

A generalized method of segmenting the image trail would be by image numbers. 

They are directly correlated to time intervals by the "choppingf' rate of the 

rotating shutters. In this study all references are to time, but it should be noted 

that the intervals discussed correspond to a specific number of satellite images. 

The same number of images may represent an entirely different time interval 

on another set of plates. 
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3.12 -. Plate- Areas 

The choice of the plate area to use with each satellite image was  also 

somewhat arbitrary. The circle of six degree radius from Chapter 2 was the 

obvious choice and was one of the two used. The circle was constructed around 

each satellite image. This introduced two undesirable features. 

An examination of Fig. 3.2 clearly indicates that any 6' radius circle away 

from the plate center would encompass nonlinear distortions. Secondly, Figs. 

3.10 and 3.11 show that the 6' radius circles overlap so that the same stars 

appear in more than one plate area and would be used ir, the ensuing reductions. 

Systematic or random errors  of the common stars, such as  the star catalog, 

measured plate coordinates, etc. , would enter the corresponding satellite direc- 

tions which would then share the same bias. 

It should also be pointed out that the same star may be imaged as several 

star trails on the BC-4 plate and used in the plate reduction. This could be 

considered as weighting each star proportionately to the number of times it 

appears. This is not likely to be significant in the ESSA reduction where nearly 

100 known stars are carried. This duplication could be significant in smaller 

plate areas. 

For example, on plate 5205 where 114 known stars are carried in the ESSA 

reduction, there are 89 different stars. In other words, 25 stars are used twice 

and 89 stars once. Comparable figures for plate 2559 are 111 stars and 92 

different stars (one is used three times); for plate 6132, 106 stars and 90 differ- 

ent stars. 

Relating these figures to the 6' areas of plate 2559: For Set I (Fig. 3.10) 

where the satellite images are spaced at 24-second intervals, seven stars would 

be used in three of the five astrometric reductions, ten more would appear in two 

reductions. In addition, seven stars would appear twice within the same plate 

areas. 

In Set 11 (Fig. 3.11) where the satellite images, are more closely spaced, 

these figures increase substantially. Again referring only to plate 2559, ten 
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Fig. 3.10 Set I Satellites, 60 Circles 
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Fig. 3.11 Set II Satellites, 8 Circles 
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stars would appear simultaneously in four of %he sever- plate areas, fourteen 

more would appear in three areas and many more would appear in two. These 

figures are not encouraging when the goal is to obtain observations that are at 

least reasonably independent. 

For these reasons a smaller plate area seemed desirable and might have 

been expected to offer three immediate advantages: 

(1) The lens distortions in a smaller plate area should be better 

accommodated by the astrometric reduction. 

(2) By decreasing the plate area used, the number of stars carried 

in more than one reduction per plate would be reduced. 

(3) 4 smaller plate area would reduce or eliminate the number of 

stars used twice in the same reduction. 

The smaller plate area was chosen as a circle of approximately 3.8' radius 

around each satellite image. This radius provided at least six stars per satellite 

image and twelve observation equations to determine the eight d o w n  parameters 

of the astrometric model. Generally, eight to ten stars were  within this area, 

Unfortunately when only six stars were  available, they were usually not well dis- 

tributed around the satellite image; when eight or more were available, the 

distribution was better. Expected advantage (1) could only be evaluated through 

the accuracy of the final satellite directions. Numbers (2) and (3) ca~n be evaluated 

as for the 6' radius areas. 

In §et I (Fig. 3.12) no stars appear in more than two reductions on the same 

plate and an average of three appear in the overlap areas of consecutive satellite 

images. Only one star is used twice in the same reduction. 

As with the 6' circles, the figures are less encouraging for §et II (Fig. 3.13). 

Five stars appear simultaneously in three plate areas and nine more appear in 

two; in one area, two stars appear twice. 

In summary, for satellite images at 24-second intervals (Set I) and circles 

of 60 radius, there is double and triple overlap of%plate areas. If the radius is 

reduced to 3.8', the triple overlap is eliminated. When using 17-second intervals 
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(Set II) and 6" circles, stars appear in both triple and quadruple overlap areas. 

Furthermore, the smaller plate areas significantly reduce the number of stars 

appearing twice in the same reduction. 

From the above, it seems that Set I of the satellite images is more desir- 

able than Set II; and in either case, the smaller plate area is preferable. The 

final accuracy of the satellite directions derived from the different sized plate 

areas was  still an unknown. Therefore, the astrometric reduction was performed 

for all satellite images using areas of both 3.8' and 6" radius. 

3.2 Results 

The experimental results are summarized in Tables 3.2, 3.3, and 3.4 on 

the following pages. The photogrammetric coordinates given were computed by 

ESSA. The astrometric coordinates are given in terms of their departures from 

the photogrammetric coordinates- seconds of time for right ascension and seconds 

of arc for declination. 
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3.3 Evaluation 

Two statistics were  eomputed from the data available in the tables. The 

first was  the standard deviation of the astrometric coordinates from the photo- 

grammetric. It was computed from 

where 

and n equaled the number of satellite images (24). 

was the photogrammetric coordinate, x, was the astrometric coordinate, 

A O;, and 06 were computed for both sets of satellite right ascensions and 

declinations'. They were computed for each plate and for the entire sample. 

The second statistic computed was the mean deviation. It was computed 

from 

where the notation is the same as above. These were computed only for the entire 

sample. The computed values of the statistics are tabulated in Table 3.5 which 

follow 5. 

Table 3.5 

Standard and Mean Deviations of the Astrometric 
from the Photogrammetric Coordinates 

(numbers in parentheses exclude central image on each plate) 

STANDARD DEVIATIONS 

Set I 
Set II 

Right Ascension (sec of time) 

Plate 2559 Plate 5205 Plate 6132 
3?8 6?0 3?8 6fO 3% 6:O 

.075 .222 .069 .110 .057 .092 

.138 .232 .076 .038 .096 ,110 

Declination (sec of arc) 

Plate 2559 Plate 5205 Plate 6132 
3% eo 3% 6?0 3?8 e0 

Set I .85 .41 1.05 .80 .34 .28 
Set I1 1.03 .81 .78 .92 .48 .32 

47 

All Plates 

(.099) (.213) 

All Plates 
3?8 6:O 

.71 .62 
(.65) (.66) I 



Table 3.5 (cont'd) 

MEAN DEVIATIONS 

Right Ascension Declination 
3% 6?0 3% 6?0 

,075 .123 .55 .47 
(.080) (.139) (-51) (*51) 

It was known from the experimentation described in Chapter 2 that a plate 

area of 6' radius gave excellent agreement around the plate center. To remove 

this bias when evaluating the satellite directions away from the center, the 

standard and mean deviations were recomputed without satellite image 296. These 

values are liSted in Table 3.5 in parentheses. No significant differences from 

the previous values are apparent. 

A surprising and unexplained anomaly in the computed statistics is the 

relatively large standard deviation calculated for the satellite right ascensions 

from the 6' plate areas. This discrepancy is confirmed by the mean deviation 

statistic. The standard deviation of Of091 for the entire sample from the small 

plate areas corresponds to about 0'!7 at an average declination. This value is 

compatible with the standard deviations associated with the declinations. The 

standard deviqtion in right ascension which was computed from the large plate 

areas appears much too large. 

To test the significance of this discrepancy, the Sign Test for Paired 

Observations was performed. This is a distribution free test and specifically 

tests whether the median difference between two samples can be considered 

equal to zero. The hypothesis to be tested was: The plate areas of different 

size, when reduced astrometrically, produced the same mean departure from the 

photogrammetric coordinates. The statistic was computed for declination as well 

as right ascension and tested at the 10% significance level. The table used was  

from [Natrella, 1963, T-781. Neither for right ascension nor declination could 

the hypothesis be rejected. There was no reason to believe that the average 

departures of the two samples (different plate areas) did actually differ. 
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The standard errors  of unit weight arising from the astrometric adjust- 

ment were evaluated for the different plate areas. Tabulated in Table 3.6 for the - 

satellites of Set I are the standard errors  for 6' and 3.8' radius circles. Included 

also is the same statistic computed when all known lens distortions were removed 

from the star coordinates and the adjustment performed for the entire plate 

[Hornbzger, 1968, p. 951. 

Table 3.6 

Standard Errors  of Unit Weight 

I D l n f a  Image 

58 
179 
296 
415 
534 

179 
296 
415 

179 
296 
415 

6!0 3!8 

3 .22  
3.27 
2 .60  
1.95 
4 .45  

3 .54  
3.22 
3.34 

1 .92  
2 .41  
2.09 

2.93 
3.50 
2.29 
1 .84  
2.89 

2 .73  
2.85 
3.08 

2.24 
2.26 
2.16 

Entire 
Plate 

1 ACLLG 

T n  narQrrranh 9 19 it WQE t h o n r i z d  that the smaller n1slt.e areas miPht Pive 

3.06 

3.34 

2.26 

I?---- ----- --- u--- u- . - 

better satellite directions than the larger. The experimental results do not seem 

to have supported this. The poorer distribution and fewer stars may have over- 

large for the astrometric model to successfully accommodate the lens distortions. 

The standard errors  of unit weight do not indicate a lack of accommodation however. 

Of more importance is the fact that the smaller plate area did not produce 

results any less accurate than the larger. In the previously mentioned paragraph, 

two additional advantages were postulated for using the smaller areas; these were 
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subsequently proven to be correct. 

The conclusion is that the smaller plate areas are preferable for the follow- 

ing reasons. 

(1) There is no improvement in the accuracy of the satellite directions from 

the larger plate areas. 

(2) Fewer stars are used in more than one reduction per plate, thereby 

decreasing the correlation between consecutive satellite directions. 

(3) The number of stars appearing twice in the same reduction is small. 

During this part of the investigation, an additional fact became evident. 

With proper choice of satellite images, each plate could have been divided into 

three entirely' independent plates. They would be independent in the sense that 

three astrometric reductions could. have been performed without using any star 

image in more than one reduction. This particular choice of satellite images was 

not compatible with other parts of the study so it was not attempted here. 

The standard deviations in right ascension and declination listed in Table 

3.5, when combined, result in a total standard deviation in arc of about one second. 

It is important to realize that this figure represents only a comparison of the 

astrometric and ESSA's photogrammetric coordinates. An estimate of the absolute 

error  is unattainable. 

A graphical comparison is made in Figs. 3.14 through 3.19. Plotted are 

photogrammetric minus astrometric coordinates; the astrometric coordinates are 

from the 3.8' areas. Also plotted on the figures are the SA0 results from their 

astrometric reduction when they reduced the data from the same three plates 

[Hornbarger, 1968, Ch. 6 in thesis version]. 
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4. CURVE FITTING 

The data compression technique of fitting a polynomial to the observations 

has several advantages, both theoretical and practical. It simplifies the light 

travel time corrections ( satellite aberration), a necessary correction ir? the 

synchronization of observations. More important is the Increase in accuracy 

that may be expected. 

When considering the precision and accuracy of a final satellite direction, 

a significant improvement over a single satellite image may be realized by fitting 

a polynomial to several images. In effect, it can overcome the relatively large 

random errors  inherent to a single image and may even tend to counteract small 

systematic errors  which tend to randomness over the entire plate. The technique 

is not without its critics however. This is discussed in the following section; 

later sections detail this author's investigations aild conclusions. 

4.1 Theory and Application 

The two agencies fitting polynomials to their ohserved data are the S A 0  

and ESSA. Both use a similar approach, but the djssimilar nature of the data 

introduces significant differences in detail. 

The functional relationship adopted is 

where the independent variable is time t. The dependent variables in the SA0 

reduction are the auxiliary coordinates 5 ,  r) ; in the ESSA reduction, they are 

the adjusted plate coordinates x, y [SA0 Sp. Rept. 200, p. 64; Schmid, 1965b, 

p. 211. 

Least-squares methods for estimating the coefficients of the functional 

relationship are used in two situations: 

(1) when it is known that the polynomial function describes the - true rela- 

tionship of the dependent variables to time, or  

57 



(2) when it can b e  assttmed that the polynomial function approximates the 

true without significant error. 

This relationship implies several assumptions [Natrella, 1963, pp. 6-14, 6-18]. 

(1) The dependent variables are statistically independent as are their errors 

of measurement 

(2) The dependent variables are effected by random errors; the errors  have 

a zero mean and equal variances. 

The functional relation of the satellite coordinates to time is not known to be 

polynomial. The assumptions concerning the dependent variables and their errors  

are not rigorously valid. of importance then is whether the polynomial relation- 

ship is a sufftcient approximation of the true relationship. 

The sources and magnitudes of the random errors  affecting the satellite 

images were discussed previously. It is assumed that the random errors are 

the major contributors to the uncertainty of a satellite coordinate; with proper 

precautions during data acquisition and reduction, this is a valid assumption. The 

question is: could the smaller systematic errors in single satellite images emerge 

to such a level to negate the assumption of a polynomial relationship and bias the 

results significantly. The conclusion is that it would not in the ESSA BC-4 data. 

Systematic error does exist, but its magnitude is small when compared to 

random error. It may originate with residual bias of the comparator or its 

operator, uncompensated longer period atmospheric anomalies, etc. This sys- 

tematic error will bias the resulting polynomial coefficients but not significantly 

when compared to the improved accuracy of the final satellite direction. Further- 

more, some small systematic errors  and their resulting bias may be or at least 

approach randomness when several plates (and polynomials) for a single camera 

station are considered. 

It might be argued that some relationship other than the polynomial would 

be a better approximation. This may be true, but the entirely general nature of 

the time series polynomial is desirable. It requires no prior assumptions about 

the nature of the satellite's path across the plate. 
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If the assumption of a polynomial relationship is valid, the next area of 

interest is  to determine the correct degree. It is well known that the shape of 
the polynomial curve is a function of its degree. Higher order polynomials and 

a large number of observations may overcome this to a certain extent. The SA0 

uses the polynomial as an interpolation tool; ESSA and this author use it primarily 

for other reasons but for interpolation also. It must be assumed that the polyno- 

mial of correct degree represents the best estimate of the satellite's path; a poly- 

nomial of incorrect degree cannot give the best estimate. 

The SA0 uses the quadratic form of the polynomial. At  least four and 

normally seven sets of satellite coordinates are used, typically four or  eight 

seconds apart [SA0 Sp.Rept. 200, 1966, p. 641. Four and eight second intervals 

between seven images correspond to arcs of 24 or 48 seconds respectively. Other 

available exposure rates correspond to 12  or 96 seconds for seven images. The 

limited number of images obviously restricts the degree of polynomial that could 

be used. 

In contrast to the SA0 quadratic, ESSA employs a fifth-degree polynomial 

to describe arcs of 75 to 120 seconds on the three BC-4 plates available. For 

the Pageos observations on the National Space Science Data Center tape, the 

observational period variesfrom less than three to over five minutes, No mean- 

ingful conclusions can be drawn from time alone, but it seems to this author that 

the choice of an arbitrary fixed degree polynomial to describe such a wide variety 

of observational situations is questionable. 

Generally when a polynomial is used as an approximation to an unknown 

function, or as an interpolation formula, the correct degree is not known. An 

accepted method of evaluating how well the polynomial fits the data is through 

"Analysis of Variance" techniques. The author has encountered no narrative of 

this or other tests being performed on their polynomials by either the SA0 or 

ESSA. It is assumed that when their data reduction techniques were formulated, 

the adequacy of these particular polynomials was investigated. 

If the polynomial approximation is valid, the computed curve will either be 
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of correct degree and will give unbiased estimates of the coefficients or, if 

the degree is not correct, will lead to biased estimates [Natrella, 1963, p.6-193. 

In the opinion of this author, the following conclusion is unavoidable, An arbi- 

trary polynomial is equivalent to constraining the coefficients which in turn con- 

strains the coordinates of any point computed from the polynomial. In statistical 

terminology, the word bias would be used in lieu of constraint. 

If this is the intent of a fixed degree polynomial, the technical justification 

would be of interest. It certainly may exist, but it is not readily perceptible to 

this author. It does not seem likely that the nature and magnitude of such a con- 

straint would be constant when applied to satellite image trails of variable lengths. 

If no such constraint is intended, the resulting bias seems unwarranted. 

Higher order, unconstrained polynomials have been censured for fitting the 

observations too well, i. e., conforming to short period oscillations of the satel- 

lite image about the true path. This is a valid criticism-limiting the degree of 

the polynomial would restrict its ability to accommodate the oscillations. How- 

ever, as stated above, this restraint would not apply equally to satellite image 

trails of varying length and hardly seems justified on this basis alone. 

The technique of fitting higher order polynomials has been accused of 

"overparameterization." The term is used to imply that any parameters beyond 

the six elements that describe the satellite's orbit are superfluous. This is a 

difficult area to interpret. The coefficients of a polynomial are not independent 

parameters in any sense and additional terms are not detrimental per se. In 

the case of the six orbital elements, other parameters or constants not precisely 

known are assumed. 

A criticism particularly applicable to the ESSA technique is that considerable 

knowledge is lost through the curve fitting procedure. Intuitively, it does seem 

that there should be more information on one of these BC-4 plates than can be 

represented by a single satellite direction. Each satellite position, in conjunc- 

tion with the two observing stations, defines a plane in space. Any two of these 

planes define, in theory at least, the line joining the two stations. When all 
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images on the plate are compressed into a single satellite direction, the solu- 

tion for the line becomes indeterminate. A solution is not practicable or attempt- 

ed because of the unfavorable geometry of the spatial directions derived from a 

single plate. However, this particular criticism does suggest two cogent questions. 

(1) If, in the future, a single observation per plate is to be accepted, can 

it be obtained by simpler methods without significant loss of accuracy? 

(2) Is it possible to obtain more than one observation per plate? The 

greater number of observations should overcome any loss in the accu- 

racy of a single satellite direction. If the additional observations could 

be made independent, an additional benefit would be gained. 

These questions were  discussed in terms of actual satellite images and an 

astrometric reduction in Chapters 2 and 3 .  In later sections, the curve fitting 

approach will be examined in the context of these two questions. 

If a single satellite coordinate is to be interpolated from each polynomial, 

from what part of the curve should it be taken? Quoting from a recent report: 

If all observations are to be reduced to a single, smoothed ray, a 
central ray is not the optimum choice. As f a r  as polynomial smooth- 
ing is concerned, greatest accuracies from a polynomial of moder- 
ate degree are not to be determined at the center of the span, but 
rather at a distance well out from the center [Brown, 1967, p. 961 . 

The quote is given in full here because of its direct consequence to the experi- 

mental results of this author. No justification for this statement could be found. 

An investigation was  made to determine from what part of the curve the 

best accuracy could be expected. The first problem was to define accuracy as it 

was  used here. In the statistical sense, accuracy implies a knowledge of the true 

or reference value, It is a term used to define the closeness to or degree of 

agreement between the measurement and the true value [Natrella, 1963, p. 23-1; 

Mandel, 1964, p. 128; Hallert ,  19661. This would imply a knowledge or estimate 

of the satellite's undistorted path across the plate, neither of which seems to be 

available. Limits to the actual error  of a report value, i. e., the magnitude and 

sign of its deviation from the true, can usually be inferred from the precision of 
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the measurement process with consideration given to any possible bias of the 

measurements [Natrella, 1963, p. 23-11. It was in this sense that the accuracy 

of the polynomials was investigated. 

Starting with the ESSA fifth degree polynomials (two per plate), the standard 

deviations of several fictitious points along the polynomials were computed. The 

standard deviations of x are plotted in Fig. 4.1, the same for y are plotted in 

Fig. 4.2. Recall that plate 2559 contained a much longer image trail than the 

other two. A s  can be seen, there are several inflections but no significant im- 

provement away from the plate center for these fifth degree curves. 

Next, standard deviations were computed at eleven points along polynomials 

of various degrees fitted to three trails of ninety consecutive satellite images 

from plate 6132, The results for all three trails have been listed in Table 4.1. 

In Figs. 4.3 and 4.4, the standard deviations of x and y for one of the image 

trails have been plotted. An inspection of the table illustrates the wide diversity 

that exists among trails for the same degree polynomials, and even between x 

and y polynomials from the same trail. The particular trail illustrated in Figs. 

4.3 and 4.4 was chosen not because it was typical, but because of the contrast 

between the x and y polynomials. In the case of x, the third degree curve gave 

the smallest standard deviation all along the trail; for y, the second degree was 

best except at the center where the third degree gave equal precision. The inflec- 

tions noted in the fifth degree polynomials were  present here also and, as expected, 

were more pronounced. 

One other connotation which might be applied to accuracy in reference to 

a polynomial is how well the curve fits the observations. It has already been 

pointed out that fitting too well is not to be desired. There is a statistic readily 

available to evaluate the goodness of fit-the estimate of o2 computed from the 

squared sum of the residuals. However, it does not give any information as to 

where the poorest f i t  occurred. There is no statistical tool to evaluate the curve 

in such a way, so the following procedure was developed. 

The 450 residuals from the ESSA fifth degree curves for plate 2559 were 
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Fig. 4.1 Plot of Standard Deviations (ax) Along 
ESSA X Polynomials-Degree 5 

Plate 2559 - 450 Images 
Plate 5205 - 297 Images 
Plate 6132 - 360 Images 
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Fig. 4.2 Plot of Standard Deviations (oy) Along 
ESSA Y Polynomials-Degree 5 

Plate 2559 - 450 Images 
Plate 5205 - 297 Images 
Plate 6132 - 360 Images 
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Fig. 4.3 Plot of Standard Deviations (ox) Along X Polynomials of Various 
Degrees Fitted to 90 Satellite Images - Plate 6132 
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Fig. 4.4 Plot of Standard Deviations (ay) Along Y Polynomials of Various 
Degrees Fitted to 90 Satellite Images - Plate 6132 
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plotted (Figs. 4.5, 4.6). The plot was repeated using the residuals from five 

third degree curves, ninety images in each (Figs. 4.7, 4.8). In both cases, 

the residuals smaller than one-half sigma were not plotted-sigma taken as the 

standard deviation from the ESSA curve fits. 

The conclusion drawn from the investigation was that no general statement 

about relative accuracies (sigmas) along a polynomial is valid. A better state- 

ment would have been that the accuracy of a polynomial fitted to a particular set 

of data is a function of the number of observations, the degree of the polynomial 

and the point of interest on the polynomial. Of course, consistency of the data 

is the overriding factor but was  not the question here. The investigation did 

point out that the entire subject was pertinent to curve fitting as an interpolation 

function. 
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Fig. 4.5 Plot of X Residuals - Plate 2559 
ESSA Polynomial-Degree 5-450 Images 

ox from curve fit = 2 . 5 5 ~  

(Residuals less than &ax not plotted; one 
residual greater than 9pm did not plot) 
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Fig. 4.6 Plot of Y Residuals - Plate 2559 
ESSA Polynomial - Degree 5 - 450 Images 
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Fig. 4.7 Plot of X Residuals - Plate 2559 
5 Consecutive 90-Image Polynomials - Degree 3 

(Residuals less than 1.28 um not plotted) 
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+ 

Fig. 4.8 Plot of Y Residuals - Plate 2559 
5 Consecutive 90-Image Polynomials - Degree 3 

(Residuals less than 1.25 pm not plotted) 
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4.2 Polynomial Selection 

The goal of more than one satellite direction from a BC-4 plate precluded 

fitting a polynomial to all satellite images. The alternative was  to divide the 

satellite image trail into several segments and f i t  a polynomial to each. This 

introduced several new unknowns. 

How many images would be required to reach an optimum precision level? 

What degree polynomial would be required to adequately describe the fewer 

images? It had already been shown that these two subjects were not independent 

and must be evaluated together. How would the resulting precision compare to 

the ESSA ''long" polynomials? This was an important factor in evaluating the 

expected accuracies of the final satellite directions. 

Would the several directions be independent observations? Accepting a 

single photogrammetric reduction for the entire plate, they would not be inde- 

pendent. However, they would be no more dependent than the satellite directions 

derived from the flashes of an active satellite appearing on a single plate. Assum- 

ing an astrometric reduction accomplished for a limited area around each seg- 

ment of the image trail, the resulting satellite directions would approach inde- 

pendence. The experimentation was begun with satellite trails of sixty images 

and repeated for ninety image trails, The ninety image trails centered on the 

individual satellite images of Set I described earlier, while the sixty image trails 

centered on the images of Set TI. Within each set, the image trails did not over- 

lap. The choice of sixty and ninety images was not arbitrary; the reasons ad- 
vanced in an earlier chapter for selecting the particular images of Sets E and IT 
applied here also. 

The decision to use a specific number of images was based on the previous 

conclusion that a fixed degree polynomial should only be used to describe a speci- 

fic arc length (time interval). The fixed number of images per polynomial re- 

quired some images on each plate to be discarded. The sixty image trails offered 

an immediate advantage in that more satellite directtons per plate would be avail- 

able. 
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Polynomials of degree one through five were fitted to each of the image 

trails. The dependent variables were the adjusted plate coordinates as given 

by ESSA; time was the independent variable. The plate coordinates were first 

rotated into an orthogonal coordinate system with the x-axis approximating the 

satellite's direction of motion. The polynomials were  then fitted to the rotated 

coordinates, This procedure is followed by ESSA and is discussed in a later 

section of this chapter. 

- 

After the polynomials were fitted to the observational data, they were 

evaluated by analysis of variance techniques. Analysis of variance is usually 

applied to polynomials as follows [Natrella, 1963, p. 6-19]. 

(1) Fit,polynomials of degree 2 through degree n to the data. 

(2) Evaluate the error sum of squares for the subseduent polynomials. 

If the reduction due to fitting the (i+ 1) degree term is not significant 

on the basis of the F-test, then the polynomial of degree (i) is accepted 

as the best fitting polynomial. 

A summary of the results are given in Tables 4.2 and 4.3; the computed value of 

the F statistic and the standard deviations from the curve fits are listed. See 

[Natrella, 1963; Mandel, 19643 for analysis of variance theory, its applications 

and the mathematical formulation of the F statistic. 

It was  required to choose a significance level for the tests. A lower sig- 

nificance level implied a smaller "critical region"; a smaller "critical region" 

implied a smaller probability of a computed F statistic falling within the region 

[Mandel, 1964, pp. 164-1713. In the evaluation, this meant that the same (i+ 1) 

degree polynomial might be accepted as best fitting at a higher significance level 

(larger critical region) and rejected at a lower significance level. For preliminary 

evaluations, two levels were selected-the 10% and the 1%. 

First evaluated were the sixty image polynomials. For the appropriate 

degrees of freedom, the critical values associated with the 10% and 1% significance 

levels were approximately 2.8 and 7.1 [Biometrika Tables for Statisticians, Vol. 1, 

19663. An inspection of Table 4.2 for the sixty image polynomials shows that the 
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qrcdsztic term was always significant and the cubic sometimes significant at 

the 10% level. On the other hand, the choice of the 1% significance level would 

have eliminated the cubic term from all of the sixty image polynomials. This 

was  a rather unsatisfactory basis from which to attempt any general conclusiens. 

I Furthermore, an inspection of the F'S associated with the polynomials of higher 

degree than cubic indicated that there was considerable error remaining. 

The F statistics and standard deviations from the curve fits for the ninety 

image polynomials are tabulated in Table 4.3. In this case, the cubic was gen- 

erally significant. Again, the cubic could be accepted as  entirely suitable at the 

1% level (also the 5%) but not at the 10% level. The thirty additional degrees of 

freedom did not appreciably change the critical values of F. 

To compare the encountered values of the F statistic with the expected 

values from samples of this size, the following procedure was used. The critical 

values of F were  plotted for the various significance levels and appropriate 

degrees of freedom. This gave a plot analogous to the Cumulative Distribution 

Function (CDF) of the F distribution. Treating F as a random variable, expected 

values of F (E {F]) were obtained by interpolation from the plot of the CDF. This 

is illustrated below. A s  a first order approximation, the two samples were con- 

/ I  
sidered as Order Statistics (a uniform distribution) of size n. An expected value 

of F was  interpolated for each probability interval of i/(n+ l), the result was an 

expected value for each F statistic from sample sizes of 22 and 32. 
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Next; the computed values of F were arranged by magnitude. This order- 

ing was accomplished for the 32 F statistics which tested the significance of the 

cubic term in the 60 image polynomials. These ordered F statistics were plotted 

against the expected values. These appear in Fig. 4.9 as O. If the values 

would plot as a straight line of slope one, it would tend to indicate that the 

computed F's were compatible with a true F distribution. This, in turn, 

would lend support to the conclusion that the curves were truly quadratic. 

This procedure was  repeated for the 22 F statistics which tested the signifi- 

cance of the quartic term in the 90 image polynomials. They were plotted in 

Fig. 4.9 as * . As can be seen, L e  F's from the quartic term approximated 

the straight line very well-considerably better than the F's testing the cubic 

term in the shorter polynomials. 

On the basis of these tests, two conclusions were drawn. 

(1) The third degree polynomial fitted to ninety satellite images adequately 

described the satellite path over limited areas of the three plates. 

(2) Of the two polynomials studied, the third degree fitted to ninety images 

was  preferable to the second degree fitted to sixty images. 

The standard deviations from the curve f i t  tabulated with the F statistics in 

Tables 4.2 and 4.3 provided an area of comparison between the shorter polynomials 

of lower degree and ESSA's long fifth degree curves. The standard deviations, as 

given by ESSA, were (in pm): 
X Y 

plate 2559 2,55 2.49 

plate 5205 2.98 2.30 

plate 6132 2.79 2.64 

A visual comparison can be made through the residual plots for plate 2559 (Figs. 

4.5 through 4.8). 

The larger standard deviation in x is usually attributed to image smear or 

other factors that degrade the measuring accuracy in the direction of motion [Brown, 

1967, p. 1211. Recall that the adjusted plate coordinates were transformed into a 
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coordinate system in which the x-axis was  aligned with the direction of motion. 

This rotation was  performed to isolate the degradation of measurement accu- 

racy in just one coordinate. 

On the plates where ESSA's standard deviations were relatively large, at 

least some of the shorter polynomials reflected the same relatively large values. 

However, the large standard deviations were not consistent across the entire 

plate. A comparison of the x and y polynomials across an entire plate raised 

an interesting point. If the systematic degradation of accuracy along track was 

due to the causes postulated, there were  also periodic or other systematic errors  

which easily dominated the measuring error  in some areas of the plate. These 

e r rors  certaiply acted in a direction perpendicular to the satellite track. 

4.3 Polynomials Fitted to Photogrammetric Data 

Polynomials had been fitted to the satellite trails of ninety and sixty images ' 

described in the last section. The dependent variables were the adjusted x and 

y coordinates from the ESSA photogrammetric reduction. The independent 

variable, expressed as an image number, was time. In the ESSA procedure, 

each satellite image is  precisely time correlated; the integer image number is 

a more convenient form of the independent variable than the conventional units of 

time. 

A simultaneous observation time was selected near the center of each 

image trail. Fictitious observation times which corresponded to the true obser- 

vation times were computed. They included corrections for light travel time and 

station clock error  (see section 5.32). Sets of coordinates equivalent to fictitious 

satellite images and corresponding to the fictitious observation times were inter- 

polated from the polynomials. For the ninety image trails, the third degree poly- 

nomial coefficients were used. 

The computed coordinates are tabulated in Tables 4.4 and 4.5. Listed with 

the short polynomial results are the fictitious satellite coordinates computed 

from the ESSA long polynomial. Only the departures in pn of the short polynomial 
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Table 4.4 

Computed Coordinates and Standard Deviations 
( P I  

Plate 2559 ESSA POLYNOMIAL SHORT POLYNOMIAL 

Point degree 5 450 images degree 3 90 images 

Ox y OY 
X *Y Y *x Number X 

57.98700 45 719.26 .30 11 866.65 e30 +.47 .47 -.18 .39 
178.98635 25 447.39 .24 5 585.44 .24 +. 03 -41 -. 37 .42 
295.98510 4 873.95 .23 - 1 108.30 .22 +.51 .38 +.30 .39 
414.98400 -17 220.80 .24 - 8 611.80 .24 -.08 -37 +.41 .39 
533.98330 -40 717.16 .29 -16 928.25 .29 -.09 .41 +.25 -38 

degree 2 

41.98700 48 326.50 .30 1 2  676.64 .30 + .21  .55 
125.98695 34 440.67 .25 8 418.54 .25 -. 11 .58 
210.98600 19 923.02 .25 3 816.70 .24 -.81 .45 
295.98510 4 873.95 .23 - 1 108.30 .22 +.78 .49 

I 

381.98430 -10 963.60 .25 - 6 454.75 .25 +.04 .47 
468.98355 -27 694.14 .25 -12 277.28 -25 +.23 .45 
548.98330 -43 791.55 .30 -18 040.83 .29 -.I7 .51 

60 images 

+.73 .42 
+.25 .57 
+.39 .51 
-.07 .45 
-.27 .50 
-.01 .41 
+.06 .48 
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Table 4.5 

Computed Coordinates and Standard Deviations 

(P) 

Plate 5205 ESSA POLYNOMIAL SHORT POLYNOMIAL 

Point degree 5 297 images degree 3 90 images 

OY 
Number X OX Y X OX Y 

OY 

178.97325 11 496.48 .43 35 307.67 .33 +.13 .48 +. 12 .38 
295.97380 3 447.03 .32 1 853.93 .25 +.29 .46 +.45 -34 
414.97460 -4 139.90 .36 -30 505.26 .28 -.01 .47 -.13 .39 

degree 2 . 60 images 

210.97340 9 230.92 ’ .35 25 974.86 .27 -.12 .61 -.25 .42 
295.97380 3 447.03 .32 1 853.93 .25 +.38 .57 +.67 .37 
381.97435 -2 091.24 .35 - 2 1  678.89 .27 -.58 .64 +.40 .45 
468.97500 -7 408.62 .43 -44 730.40 .33 -.04 .53 +.54 .49 

Plate 6132 degree 3 90 images 

178.98005 -2 762.79 .30 -30 250.24 .29 +.15 .39 -.50 .39 
295.97875 267.05 .27 - 4 973.64 .26 -.50 .45 +.21 .48 
414.97765 4 004.26 .29 22 670.91 .28 +.49 .43 +.38 .38 

degree 2 60 images 

125.98070 -3 947.82 -38 -41 166.*89 .36 .OO .50 +.17 .45 
210.97970 -1 992.61 -30 -23 505.02 .28 +.17 .49 -.59 .55 
295.97875 267.05 a27 - 4 973.64 .26 +.01 .57 - . l o  .59 
381.97790 2 896.03 .30 14 787.32 .29 -.01 .52 +.81 .48 
468.97715 5 945.93 .37 35 966.03 .35 -.12 .56 - . l o  .44 
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coordinates-from the long are given. This does not imply which is the more 

accurate; it presents easily interpretable figures. 

The maximum difference between a fictitious image coordinate computed 

from the long polynomial versus the ninety image polynomial was  0 . 5 1 ~ .  The 

mean difference was  0.27 p or 0'!17. When considering both x and y coordinates 

together, the largest total difference was approximately 0 . 6 ~  or  less than O'I5. 

This indicates that the shorter polynomials gave nearly the same interpolated 

values as the longer polynomial. 

Within each image trail, different degree polynomials had varying effects 

on the interpolated coordinates. Table 4.6 illustrates this; it is the computer 

output from the curve f i t  program for plate 5205. It lists the coordinates (in 

meters) of the fictitious satellite images as interpolated from polynomials of 

degree one through five. For example, the x coordinates of image 295.97380 had 

a range of only 0 . 0 3 ~  (degree one excluded) and it matters little from which 

degree curve the interpolated value was taken. On the other hand, the x coor- 

dinate of image 414.97460 varies by over 0 . 5 ~ .  The analysis of variance tech- 

niques described and used earlier makes the choice of degree automatic. Fur- 

thermore, confidence in the interpolated value is increased. 

Another comparison between the various polynomials was made through 

the precision estimates (ox, cry) for the coordinates of the fictitious points. 

The precision figures are listed in Tables 4.4 and 4.5 also. The x and y coor- 

dinates of a fictitous satellite image computed from the shorter image trails did 

suffer a significant decrease in precision. It averaged about 60% for an image 

near the plate center for the ninety image third-degree polynomials and less away 

from the center. The loss of precision was somewhat greater for the sixty 

image quadratic polynomials. 

The precision of points all along the fifth-degree curves had previously 

been examined. Similar calculations were undertaken for all third-degree curves. 

Without exception, the best precision estimate was  at or  very near the center of 

the curve. Limited experimentation with the quadratic curves indicated that the 
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Table 4.6 

Predicted Values of Fictitious Satellite Images 
(in meters) 

Plate 5205 

THE C U R V E  IS DIVIDED INTO THREE SEGPENTS 93 IMAGES EACh 

F I V E  POLYNOMIALS N E R E  F I T T E D  D E G R E E  i THROUGH 5 

P R E D I C T E D  V A L U E S  OF THE FICTITIOUS P O I N T S  

X C O O K D I M A T E  

DEGREE 378,97325 

1. 0- 1 152796E-U 1 
2, 0, 1 149656E-0 1 

4. 0.1149693E-OI 
3, 0. JI4966lE-01 

5 ,  0,1149694E-0 1 

Y C O O K O I N A T E  

D E G R E E  178.97325 

l e  0.353975OC-O 1 
2. 0-353077OE-01 
3. O m  3530779~01 
4. 0- 3530743E-01 
5. 0.3533746E-0 1 

295e97380 

0o3468443E-62 
0-3447336E-02 
0.3447320E-CZ 
0,3447351E-02 
0.3447341E-02 

295,97380 

0.1913510E-02 
O.lf354393E-02 
0.1854375E-02 
0,1854570E-G2 
0.18545735-02 

414.97460 

-0.41 175666-02 
-0.4139836E-02 
-0 -4 139888E-02 
-0.4140380E-02 
- 0 e 4 1 40349 E-O 2 

414.97460 

-0.3C44722E-0 1 
-0.3050495E-0 1 
-0.3050513E-01 
-0 3050496E-0 1 
-Om3Q50497E-0 1 
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best values-occurred outward from the center. This provided an additional 

reason for choosing the cubic polynomial over the quadratic. 

With particular reference to the ninety image third-degree polynomials, the 

experimental results are summarized as follows. The interpolated fictitious 

satellite coordinates are very nearly the same from either the long or short 

image trails. The short image trails yield larger precision estimates, but at 

least three reliable satellite directions per plate are now available. 

4.4 Polynomials Fitted to Astrometric Data 

The procedures used here are based on the recommendations of previous 

sections; namely, plate areas of 3.8' radius and third-degree curves fitted to 

ninety satellite images. Each image trail consisted of the same ninety satellite 

images discussed in the last section. The fictitious satellite images also were the 

same. The astrometric reductions were reaccomplished for the 3.8' radius 

plate areas; output of the adjustment program now consisted of right ascensions 

and declinations for the ninety satellite images within the area. These satellite 

directions were then corrected for phase angle and differential refraction (for a 

description of these corrections, see Chapter 5). 

To these ninety final right ascensions and declinations (in radians), first- 

through fifth-degree polynomials were  fitted. Based on the previous experimentation, 

it was assumed that the third-degree curve would be adequate. To verify this, 

analysis of variance techniques were again used to evaluate the polynomials. 

Generally the cubic term was significant at any level. The quartic term 

was  significant at the 10% significance level in three of the twenty-two polynomials. 

Two of three quartic terms would have been eliminated at any lower significance 

level but the third would have retained significance through the 1% level. The two 

largest F statistics, which tested the significance of the quartic term, were 

associated with the same image trail from plate 5205. 

This presented the alternatives of using a fourth-degree curve for one or  two 

interpolation functions and cubics for the remainder, or  accepting the cubic for 
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all. The decision was to accept the cubic for all image trails. This was done 

for two reasons. The one F statistic was  so much larger than the others, it 

appeared there had been a computational problem in the plate reduction or curve 

fit. Furthermore, when reduced photogrammetrically, the same satellite coor- 

dinates had been accommodated adequately by the third-degree polynomials. The 

final interpolated value would have changed only Of004 if the fourth-degree curve 

would have been used. 

A right ascension and declination (in radians) for the fictitious satellite 

image were interpolated from the third-degree curves. These were transformed 

back into equatorial coordinates and are tabulated in Table 4.7. The precision 

estimates are given in seconds of time and arc as well as pn. Also included in 

the table are the departures of the photogrammetric from the astrometric coor- 

dinates as computed from the ESSA and ninety image polynomials. 

Two other slightly different approaches to the curve fitting could have been 

Lambeck implies a f i t  to the declination and to the right ascension mul- taken. 

tiplied by the cosine of the declination (&a cos6) [Lambeck, 1967, p. 821. This 

would not offer any apparent advantages other than smaller dependent variables. 

It would have required two additional computational steps. 

The SA0 transforms the coordinates into an auxiliary system before the 

curve fit. This is done to avoid computational problems if the satellite is imaged 

near the celestial pole. An auxiliary system which could be used with the BO-4 

data is the standard coordinate system. The maximum satellite declination on 

the three plates studied was near 61' so the use of the auxiliary system was nDt 

required. 

The version of the Omnitab language available and used in the curve fitting 

was limited to single precision arithmetic. It is believed that double precision 

would have improved the final accuracies of this section; the use of double precision 

is recommended. In single precision on the IBM 7094, the eighth significant figure 

is in doubt. When curve fitting to radians of right ascension and declination, the 

seventh and eighth significant figures are obviously important to the final acduracies 

and could be considerably altered by round-off errors. 
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5. SATELLITE IlVIAGE CORRECTIONS 

A satellite position interpolated directly from the stellar background of a 

photographic plate may not be considered a final satellite direction. Such an 

interpolated position could be considered equivalent to a fictitious satellite at 

infinite range whose only motion is the diurnal motion of the celestial sphere. 

The satellite is at finite range and possesses an orbital motion of its own. There- 

fore, the satellite position interpolated from the photographic plate is not the 

true position and must be corrected. 

There are three corrections required to bring a n  interpolated satellite posi- . 
tion to its true or final position. First, the satellite has a velocity with respect 

to the observer; the satellite will be displaced or aberrated by an amount dependent 

upon the satellite's relative velocity. Second, the satellite being at a finite range, 

astronomic refraction applied to its observed coordinates will not result in the 

actual satellite position. It must be further corrected for a differential refraction 

arising from the finite range. Third, a passive satellite's geometric center will 

not coincide with the observed center since only a portion of the satellite is 

illuminated by the sun. These corrections are discussed in reverse order. 

5.1 Phase Correction 

The portion of a large passive satellite which is both sun illuminated and 

visible to an observer on the earth is continually changing much as the moon goes 

SPACE VIEW EARTH VIEW 
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through its phases. A s  a result, the visible center will, in most cases, not 

coincide with the geometric center. 

The mathematical formulation for the correction used in this study is from 

[Schmid, 19641. of interest here is the case of a spherical reflective satellite 

such as the balloon satellites Echo and Pageos. In a form convenient for computer 

computation, the expressions are 
- 1 

[ -cOsp f L C O S &  cos(as-c&) + C O S P  cos6s1 A6 = r sin6, 2 ( 1 - c 0 8 ~ )  

where the square root is taken always positive, r is the range from observer to 

satellite, as and 6s are the sun's right ascension and declination, cz, and 6, are 

the satellite's right ascension and declination, R is the satellite radius, and P is 

the axgle at the satellite between the vectors to the sun and to the observer. Cos P 

may be computed from 

cos P = - (coscrs cos& cos& cos 6, + coscls sin6s cosae sin& 

+ sin6s sin6,) . 
The sun's equatorial coordinates may be taken from the American Ephemeris 

and Nautical Almanac or computed approximately from the following expressions 

[Badekas, 19671. 

Qs = 282?373 + 0?98562 (MJD - 39493.5) 

+ 1?9166 sin[0?98562 (MJD - 39493.5)] 

- 2?4666 sin[2(282?373 + 0?98562 (MJD - 39493.5))] 

sinbs = sin [282?373 + 0?98562 (MJD - 39493.5)] x 0.39785 

MJD is the Modified Julian Date and is computed 

MJD JD - 2400000.5 . 
The reference epoch of the equations is 1967 January 3.5. 
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5.2 Parallactic Refraction Correction 

Parallactic refraction AZ is defined as the difference between the apparent 

position of the satellite and its actual position as shown in the following figure. 

The notation is self explanatory. 

OBSERVER'S ZENITH 

/ SATEL% 

OBSERVER ' HORIZON 

AL 

The formulation used in this study and at ESSA is attributed to Hellmut 

Schmid [Hotter, 1967, p. 311. The correction is computed from 

2.2330 tmZR 206265 a P 
r COSZ, 1 + 0.0036653 PO AZ = 

where r is the range to the satellite, ZR is the refracted zenith distance, 

the station temperature in degrees centigrade, pB is the station barometric pressure 

(mm of Hg), and PO is standard barometric pressure (760mm of Hg). 

is 

5.3 Satellite Aberration Correction 

Let the light be reflected from a passive satellite at the time tl. The right 

ascension and declination of the satellite at this instant are represented by al, tjl. 
The light arrives at the camera at the time G. During the time interval b- tl, 
the satellite has moved forward along its orbital path to the position a2, ba. 
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The differences between the coordinates a2, 62 and ax, 61 are due to the relative 

velocity of the satellite with respect to the observer and are termed the components 

of parallactic aberrat5on. 

The parallactic aberration correction required may be accomplished in two 

ways. The first is to correct the satellite's coordinates from their values at tl, 

which are recorded on the plate, to their values at the time b. The second method 

is to antedate the observation time from by the light travel time to tl. 

In this study, the goal has been to obtain simultaneous observations, from 

two or more ground stations, of a passive satellite. When using individual images, 

the satellite coordinates will have to be corrected as mentioned above and as is 

described in section 5.31. When polynomials have been fitted to several images, 

a light travel time correction may be applied somewhat differently as described in 

section 5.32. 

A subject related to the satellite aberration correction is timing. The two 

must be considered together when simultaneous observations of a passive satellite 

are desired. 

Each station clock defines its own time system which generally differs from 

the desirea UT1. The station clocks (and time systems) axe synchronized to U I c: 
through a portable crystal clock and their rate is determined from VLF phdse 

comparisons. Therefore, associated with each photographic plate is a correction 

to the station clock time to refer it to UTC and another correction from UTC to 

UT1 which is the same for all station clocks. 

The two corrections may be applied as a single correction to the station 

clock times of the satellite observation or they may be considered when computing 

the fictitious simultaneous satellite image from a curve fit. The fundament 

tionship between the observation time, as recorded in the station clock time system 

(Tsc), and the time the light was emitted or reflected from the satellite (UT1,) may 

be expressed 

= UTI, + (r/c) 
or 

T,, = UT1, + (r/c) - 
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where AT is the required correction to the station clock time to refer it to UT1, 

r is the range to the satellite, and c is  the velocity of light. 

The satellite aberration and station clock corrections are discussed together 

since, in practice, they may be applied at the same time. 

5.31 Individual Image Correction 

In some designated time system, the observed light is reflected from the 

satellite at a time UT1,. It will reach station A at a time UTIA in the same time 

system where UTlA = UT1, + (r/c). It will reach station B at a time UTlB com- 

puted similarly; r /c  is the light travel time correction. For a simultaneous 

observation, the satellite position of interest is the one imaged at UTIA and UTle 

on the two plates. To this point, the correction is straightforward. 

The problem arises because, most likely, there will not be a satellite image 

recorded at either UT& or UT1,. Even if it were possible to synchronize the 

station clocks to the required accuracy, it wm Id be impossible to vary the chopping 

rate of the shutters to give an image precisely at UTl,+(r/c). The quantity r/c 

is continuously changing as the satellite passes through the field of view. 

The practical solution is to correct the position of an actual satellite image. 

This may be done by calculating a rate of change per unit time (a', 6') for the 

satellite coordinates and multiplying it by the time interval (6t) required to bring 

a recorded image to the time UT1, + (r/c). This method has been derived in detail 

in [Veis, 1960, p. 1161. Veis' formulation alone is not applicable to simultaneous 

observations of passive satellites as it only updates the satellite coordinates to 

what they should be at the observation time. What is required are the satellite 

coordinates at the time the light was reflected from the satellite. 

A formulation applicable here is 

d6 A6 = dt 6t = 6'6t 

where Aa and A 6  are the corrections to an actual satellite image's coordinates. 
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6t is any difference between the actual station clock epoch of observation and 

the desired epoch at the station (UT1, + @/e)). 

The simplest way to compute A a  and A6 is to first transform each station 

clock time system into a common time system (such as UT1). This is done by 

correcting the station clock time of observation by AT, now each recorded image 

has an epoch of observation in this common time system. The simultaneous 

observation epoch may also be selected in the same time system. 

For example: assume UT1, is designated the epoch of the simultaneous obser- 

vation, 

stations at time UT1, + @/e). If the si- ultaneous observation is to occur, a 

satellite image should be recorded at this instant. Suppose, at one station, the 

Light reflected from the satellite at this time will reach the observing 

camera shutter opened and an image was recorded at a time 6t later (UT1, + (r/c)+ 

6t). The required corrections to the observed satellite coordinates would be 

where 6t is applied with appropriate sign. 

In practice, there is no need to transform the station clock time system to 

the common time system by correcting the observation times. This correction 

may be applied directly when computing 6t. Let UT1, be the desired observation 

time at the satellite, UT1 be the desired observation time at the station (UT1 = 

UT1, + @/e)), and Tic be the time, in the station clock time system, that an image 

was actually recorded (shutter opening time). Then 

UT1 = T:c + AT + 6t = UT1, + (r/c) 

where all times are now referred to the UT1 time system, This may be rewritten 

as 

6t = UT1, + @/e) - (Tic +AT) , 

This method of correcting for station clock error  and light travel time may 

be applied in any coordinate system. Its use is not restricted to the equatorial 

coordinates discussed here. 

96 



The author is not aware of any agency using these or similar expressions 

at the present. However, the satellite directions derived in Chapters 2 and 3 of 

this report would have to be thus corrected to be used as simultaneous observations 

in the geometric mode. For this reason, a brief investigation was undertaken to 

examine the expected accuracy of the corrections computed from the above equa- 

tions. 

The first step was to determine an 01' and 6' to use in the equations. It has 

been postulated that these quantities can be obtained with sufficient accuracy from 

the plate itself [Veis, 1960, p. 116; Mueller, 1964, p. 3161. The rates af change 

of 01 and 6 vary greatly across the plate. This raised the question of how long 

a time interval (dt) should be used to determine &/dt and d6/dt. The interval 

must be short enough to be sensitive to the rapid variations of the 01' and 6', yet 

long enough to overcome the errors  that may occur in individual satellite coordi- 

nates. The best computational results were obtained with time intervals of 28.0. 

A satellite image 1:O prior to and another 1:O beyond the satellite image of interest 

were  used to calculate the rates of change. This exact interval and spacing could 

not always be duplicated due to missing images but it was approximated as closely 

as possible. 

A .Aa and A6 were computed for the previously discussed satellites of Sets I 

and 11, plate 2559. The important fact to note is that the 01' and 6' used in the 

above expressions were computed from satellite images actually recorded on the 

plate. bt was set equal to r/c which made the expressions analogous to Veis' 

formulation. This was not necessary-any arbitrary time interval or intervals 

could have been substituted. 

The computed values of ha and A6 were checked in the following manner. 

The best available estimate of the satellite's true path across the plate was repre- 

sented by the ESSA fifth-degree polynomials. They were directly correlated to 

time through the image numbers. Two groups of fictitious satellite image coor- 

dinates (x and y) were generated from the ESSA polynomials for plate 2559. One 

group corresponded to the observation times UT1 of the images of Sets I and II. 
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A second group was generated for times UT1 + (r/c). Both groups of x and y 

coordinates were transformed into equatorial coordinates and a A*a and A*6 

calculated as the differences between the two groups. These quantities should 

have been accurate estimates of the changes in the satellite right ascension and 

declination during the time interval r/c. 

The experimental results are listed in Table 5.1. The columns labeled 

a' and 6' show the large magnitudes and rapid variation of these quantities 

across the plate. The ha and A6 agree very closely with A*a! and A*S. The 

conclusion was: If this correction were carefully and precisely computed from 

the observed right ascensions and declinations, it would not introduce large 

errors  into the final satellite directions. 
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Table 5.1 

Computation of Satellite Coordinate Corrections 

IMAGE 

42 

58 

126 

179 

211 

296 

382 

415 

469 

534 

549 

T 
C 
- 

.00720 

.00720 

.00719 

.00707 

.00700 

.00682 

.00666 

.00660 

.0065 1 

e 00646 

.00646 

for Time Interval r/c 

01 (s/s) 

-67.5224 

-69.4472 

-75.3981 

-78.9775 

-82.1653 

-88.0971 

-92.4538 

-93.4355 

-93.6911 

-93.7629 

-93.0100 

A d  

- .486 
- .so5 

- .546 
-. 568 
-. 580 

-. 605 
-. 619 
- .620 
- .617 
- .610 
-. 608 

A*CP 

- .495 
-. 500 
- .542 
-. 558 
-. 575 
- .606 
- .616 
-. 617 
-. 610 
-. 605 
-. 601 

ha, A6 computed from actual satellite images 

A*a, A*6 computed from ESSA polynomials 

6 ("/s) 

195.774 

186.871 

157.809 

131.127 

108.384 

46.277 

-24.629 

-59.467 

-111.192 

-166.099 

-184.104 

A 6 "  

1.41 

1.34 

1.13 

.93 

.76 

-32 

- -16 
- .39 
- .72 
-1.07 

-1.19 

A*6" 

1.41 

1.36 

1.13 

.90 

.75 

.32 

- .16 

- .36 
- .68 
-1.09 

-1.18 
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5.32 Fictitious Satellite Image Correction 

The satellite aberration and station clock corrections are greatly simpli- 

fied when polynomials are fitted to the recorded images and fictitious satellite 

images are interpolated from them. The correction for satellite aberration may 

now be applied as a light travel time correction. 

The general procedure is to designate an epoch at the satellite in some 

reference time system. The corresponding epoch in the station clock time system 

may then be computed by applying the corrections for light travel time and station 

clock error. This station clock epoch can be transformed into a satellite image 

number, i. e., fictitious satellite image. The coordinates of this fictitious satel- 

like image =,e then interpolated from the polynomial. Recall that the independent 

variable of the curve f i t  is image number; this is actually the station clock time 

system expressed in a different manner. 

The mathematical formulation expressing the general procedure can be 

developed very simply. Let an arbitrary station clock epoch be represented by 

T,, and its correction to UT1 be represented by AT,-<Then 

T,, + AT = UT1 
or 

T,, = UT1 - AT . 
The satellite image number corresponding to the epoch T,, is computed from 

T, is a reference epoch in the station clock time systems; C is the number of 

images recorded per unit time. T, is computed from the time (tl) that the first 

satellite image is recorded by 

T, = ti - (l /C) . 
The first satellite image recorded is not necessarily recorded by each observing 

station. This formulation for the reference epoch simply means that the first 

image will have the number 1 associated with it rather than 0. If T,, - T, is an 

integer multiple of the chopping rate of the camera shutter (l/C), the shutters 
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will be open and an actual satellite image recorded. 

A satellite image number corresponding to a specified UT1 epoch is 

I N  = (UT1 - AT - T,) X C . 
The satellite image represented by this number corresponds to the satellite 

position at UT1, where UT1, = UT1 - (r/c). UT1, is the time the light left the 

satellite and r/c is the light travel time. The expression may, therefore, be 

rewritten as 

I N  = (UTl,+(r/c)-AT-T,) x C . 
This gives the relationship between a designated simultaneous observation epoch 

at the satellite (UTlJ and the satellite images actually recorded on the photographic 

plate. 

If the station clock time of the simultaneous observation is desired, it can 

be computed from 

T,, = UT1, + (r/c) -AT . 
Given the image number corresponding to the simultaneous observation, the 

equivalent station clock time may be computed from 

+ T, . I N  
T,, = - C 

The practical application of these formulas can best be shown through an 

example. This is the method used to compute fictitious satellite images in this 

study. This procedure is a simplification of the ESSA procedure as deduced 

from their computational form. This form accompanied the data from the three 

BC-4 plates. The data is taken from the first 90-image polynomial on plate 2559. 

The formulation already described and used in this example is 

IN  = (Tsc - T,) X C 
o r  

IN  = (UT1, - AT + (r/c) - T,) x C . 
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(1) Select st simultaneous observation time (UT1,) at the 

satellite. UT1, = lh30m50!80000 - 

(2) Apply the station clock correction (AT). - .00980 

(3) compute r/c. .00720 2160.36725 - - 
300,000 

(4) Compute the observation time at the station (Tat) in the 

station clock system. TSc = UT1, -AT + (r/c) . 1 30 50.79740 

(5) The reference epoch (T,) for this event was - 1 30 39.20000 

(6) The time elapsed since the reference epoch. T,, - T, = 11.59740 

(7) C = 5. 5 @ages are recorded per second. (Chopping 

interval is 0!2. ) x 5  

(8) The final fictitious satellite image number is 57.98700 

The coordinates of this fictitious satellite image may now be interpolated from 

the polynomial. 
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6. CONCLUSIONS 

Several precise satellite directions may be obtained from a BC-4 plate 

on which a passive satellite is imaged. This can be accomplished in two ways. 

(1) The satellite image trail from a photogrammetrically reduced plate 

is divided into segments. A polynomial is fitted to each; from this 

polynomial, a final satellite direction is interpolated. 

(2) Astrometric reductions are accomplished within several small areas 
of the plate. A curve is then fitted to the right ascensions and decli- 

nations of the satellite images within this small plate area. A final 

satellite direction is interpolated from the curve. 

The astrometric reduction (projective equations model) when applied to a 

small plate area will give individual satellite directions very similar to those 

determined photogrammetrically. In this study, the only pre-reduction correc- 

tions applied were to the stellar coordinates and were for refraction and diurnal 

aberration. More realistically, some camera lens distortion parameters should 

be nearly constant and could be determined. In practice, the plate coordinates 

would be corrected for the known lens distortions before the reduction, and even 

better results would be expected from the projective equations. 

The projective equations, as used here, sometimes suffered from a weak 

determination of the parameters. In some cases there were only 0.5 degrees of 

freedom per unknown parameter. Furthermore, the star distribution within the 

plate area was  not uniform in all cases. These two deficiencies could be corrected 

by altering the pre- and post-calibration program to produce more star images, by 

using more than one image per star trail or by placing particular emphasis on 

measuring and identifying sufficient and well distributed stars within the area of 

interest. 

Any single satellite image, no matter how carefully reduced, can still be 

affected by large random errors. These random errors  are more influential in 
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short focal-length cameras, but still impose significant limits on the expected 

accuracies in cameras with longer focal lengths. Through a curve fitting pro- 

cedure, the random errors  of an individual satellite direction can be suppressed 

to a level where the systematic errors  probably dominate. At the present, only 

a passive satellite can provide the number of observations required to fully 

exploit this technique. 

On each plate, the precision estimates (a,, cry) of the satellite directions 

derived from the several polynomials compared favorably to the a,, ay for a 

satellite direction from a single polynomial. This can be illustrated simply, 

if not rigorously, by computing the precision of the mean of the five satellite 

directions frpm plate 2559 and comparing it to the precision of the single direc- 

tion computed by ESSA. This is not rigorous in that the correlation between the 

several satellite directions was not determined. 

The mean value is a linear function of the type [Hogg and Craig, 1965, 

p. 1481. 
5 

1 
Y = C kiXi  

where k, is equal to 1/5 in this case, The variance estimate of the mean takes 

the form 
5 

a2 = c g a? + 2 cc g pij ai crj 
1 i rj  

where p is the correlation coefficient between the several satellite directions. 

The variance estimates of the x and y coordinates were  computed. Assuming 

the correlation to be 1 (an unrealistically high estimate), the standard deviations 

(in p) of the mean x and y coordinates were approximately 0.32 and 0.31 

respectively. Assuming a correlation of 0.3, the standard deviations would about 

equal those given by ESSA for their single satellite directions (near 0 . 2 2 ~  for 

both coordinates). 

In the case of the astrometric reduction, where the correlation should 

approach zero, the standard deviation estimates of a mean right ascension and 

declination (in p at plate scale) were  approximately 0.17 and 0.18 respectively. 

These figures only illustrate that it is not mandatory to suffer a loss of overall 
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precision from the shorter polynomials. Of more importance is the accuracy, 

the number, and the geometry of the additional satellite directions made available. 

The experimental results have led to the following recommendations. 

(a) That shorter image trails and lower degree polynomials be considered 

for use with ballistic camera (BC-4) observational data. This would 

result in additional observations per plate. 

(b) That the theory and limitations of polynomial fitting be recognized in 

any such program and a continuing evaluation of the polynomials be 

made using established statistical methods. 

No specific recommendations have been made in the area of the photo- 

grammetric v,s. the astrometric plate reduction technique. It has been demon- 

strated that the astrometric reduction usually yields satellite coordinates very 

close to the photogrammetric, but it must be assumed that the latter are the 

more accurate. 

To offset the loss of accuracy, the astrometric reduction is simpler and 

faster, requires fewer plate measurements, and provides the opportunity for 

additional observations per plate. Furthermore, plates that would be unusable 

for a photogrammetric reduction, due to partial cloud cover, etc. might yield 

one or two completely reliable sets of astrometrically derived coordinates. In 

any particular project, the final accuracies desired, the time and resources 

available, and certainly the, cameras and associated equipment should determine 

the reduction technique to be used. 
, 

, 
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